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1. Introducing

An animation is produced using the motion of a three-dimensional character created by inputting skeleton information of a reference sample captured by an image camera or depth camera sensor.
Through these animations, users attempt to learn to imitate or imitate.
In this process, skeleton information about the user’s gesture is extracted, compared, and analyzed to judge that the user’s motion accurately mimics the behavior of the reference sample.
At this time, the user should be calibrated through the analyzed results, which is most efficient to express the directionality of each action.


1. User behavior verification system architecture

1. System configuration
1. [image: ]
Figure 1. The judgement system architecture structure

The judgement system consists of ‘an analysis module’ and ‘a comparison module’ as shown in Figure 1.

0. Analysis module

The analytical module judges the information from skeletal information such as composition of skeleton, the size of skeleton, the position of joint and the direction of skeleton. Each item is analyzed through a comparison module with each confirmed information value.

0. Comparison module

The comparison module compares the data to be compared as shown in Figure 2. for the shape of skeleton, the proportion of skeleton, the measurement point, and the skeleton angle based on the data judged by the analysis module.
[image: ]
Figure 2. Comparison of user skeletal information with 3D characters


1. Output processing section

‘The Output processing section’ provides a graphical of sound-type user interface for results processed by ‘the Input processing section’. This standard refers only to graphical user interfaces.
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Figure 3. Examples of use
As shown in Figure 3. ‘Output processing section’ can be divided into ‘Screen output section’ using display panel and ‘Floor output section’ using projector.

3. Screen output section
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Figure 4. Example of a Screen output section

The screen output section is a device that outputs visual motion guide information to the user, as shown in Figure 4, and is displayed on the display panel of the mixed reality device.



3. Floor output section
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Figure 5. Example of Floor output section

The floor output section is a device that outputs spatial motion guide information that presents the position of the user’s feet, hands, etc., as shown in Figure 5, and is usually displayed on the floor through an image projector of a mixed-reality device.


1. Posture correction information display interface

The right posture must be taken for postural correction. Therefore, the interface presents the information through displaying the direction on each body part which should be corrected to pose the right posture so that the user can intuitively correct their posture.



4. Screen output section correction information display interface
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Figure 6. Example of half squat posture

The standing posture that can see the front, such as Figure 6, displays an outline or an image on the front screen output interface, and intuitively displays the direction to move by augmenting marks on each body part with arrow.
If each area is correctly positioned in the correct position, mark it in blue to indicate that it is well positioned in the calibration position.



4. Floor output section correction information display interface
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1. 
Figure 7. Example of a push-up posture correction

The posture that cannot see the front and should see the floor as shown in Figure 7. displays the user’s outline or an image on the floor output section, and intuitively displays the direction to move by augmenting marks on each body part with arrow.
If each area is correctly positioned in the correct position, mark it in blue to indicate that it is well positioned in the calibration position.
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